

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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[WIP] Trees, averaging trees and boosted trees from scratch


1. Usage

Prepare data. Here there are 3 features: the first 2 are numerical and the last is nominal.

>>> import numpy as np
>>> X = np.array([[  1,   1,   0],
                  [101, 101,   0],
                  [103, 103,   0],
                  [  3,   3,   0],
                  [  5,   5,   0],
                  [107, 107,   0],
                  [109, 109,   0],
                  [  7,   7,   1],
                  [  8,   8,   1]])
>>> y = np.array([0, 1, 1, 0, 0, 1, 1, 2, 2])





Import module

>>> from trees_and_forests import DecisionTreeClassifier





Initialise and fit data

>>> clf = DecisionTreeClassifier()
>>> clf.fit(X,y)





Inference

>>> clf.predict(np.array([[1,1,0]]))








2. Would-like-to-do-but-not-sure-when’s

Algorithms


	[X] Decision tree classifier


	[X] Decision tree regressor


	[ ] Simple bagging


	[X] Random forest


	[ ] Extremely randomised trees


	[ ] AdaBoost


	[X] Gradient boosting




Software development


	[ ] Unit tests


	[ ] API design document


	[ ] Tutorial




Optimisations


	[ ] Cythonise/PyTorchify


	[ ] Performance against scikit-learn







3. Related

https://scikit-learn.org/stable/modules/tree.html




4. Resources

http://www.ccs.neu.edu/home/vip/teach/MLcourse/4_boosting/slides/gradient_boosting.pdf
https://scikit-learn.org







          

      

      

    

  

    
      
          
            
  
API Design

Here is the roadmap of building this library:


	Build the tree


	Extend the tree





1. Building the tree

Minimum viable tree:


	…


	…


	…





Step 1: Add manually




Step 2: Run inference




Step 3: Add programmatically with no recursion




Step 4: Add programmatically

Stack
TreeNode

We want to avoid recursive programming while building the tree as it might cause stackoverflow.






2. Extend the tree


	X.ndim = Multi-dimension


	X.ndim = 1D


	Refactor gini


	Categorical


	Fix dim


	Predict categorical


	Thresholding


	Max depth


	Select features


	DecisionTreeClassifier


	RandomForestClassifier


	DecisionTreeRegressor


	Boosted trees


	Gradient boosted trees







3. Throughout


	Go for small but quick gains


	Refactor


	Naming







4. Tools


	VS Code


	IPython interpreter


	IPython debugger (like Python debugger, but better)
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